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Analyzing Measurement and Representational Errors 
in Smart Survey Datasets used for Machine Learning 

Machine Learning and Survey Methodology
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Chris Lam 
─ Background in Computer Science  
─ Work for Statistics Netherlands (Dutch abbr. CBS) 
─ Methodologist / Data Scientist 

─ At the Department of Methodology

Introduction
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─ Machine Learning (ML) in (Smart) Surveys 
─ ML in Survey Methodology 

─ How is ML applied in surveys? 
─ What effects does ML have on the statistics?

Introduction
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Machine Learning in Surveys
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Machine Learning in Surveys: Household budget Survey

In Smart Surveys, ML can automate parts of the response 
process -> Lowering Response burden
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Machine Learning in Surveys: Household budget Survey

In Smart Surveys, ML can automate parts of the response 
process -> Lowering Response burden

Product or service 

Product category 

Product discount 

Price

Shirt 

Select a category 

Select your option 

Add a product or service
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Machine Learning in Surveys: Household budget Survey

In Smart Surveys, ML can automate parts of the response 
process -> Lowering Response burden

Product or service 

Product category 

Product discount 

Price

Shirt 

Select a category 

Select your option 

Add a product or service
Please select the area showing  
the products and prices
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Machine Learning in Surveys: Household budget Survey

In Smart Surveys, ML can be used to automate parts of the 
response process -> Lowering Response burden

Please select the area showing  
the products and prices

Date 

Total Price 

Product Category

Store
Walmart 
Wholefoods

Add Receipt Ready

Today

$6.00

Foods

Add spending Ready

Walmart
Store

Date
Today

Others
OnlineAbroad

Eggs

Bread

Milk, dairy, eggs

Bread and bakery …
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Machine Learning in Surveys: Household budget Survey

Smart Survey Mode: Receipt Text digitization  
& automatic product categorization
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Machine Learning in Surveys: Household budget Survey

Smart Survey Mode: Receipt Text digitization  
& automatic product categorization

Text  
recognition
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Machine Learning in Surveys: Household budget Survey

Smart Survey Mode: Receipt Text digitization  
& automatic product categorization

“3 oranges”

Text  
recognition

Text  
Digitization
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Machine Learning in Surveys: Response modes

Smart Survey Mode: Receipt Text digitization  
& automatic product categorization

“3 oranges” Category: Fruits

ML

Automatic 
categorization



13

Machine Learning in Survey Methodology
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Machine Learning in Survey Methodology

How does ML affect the Total Survey Error framework?

Groves et al. (2004)
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Machine Learning in Survey Methodology

ML is used in the reporting process,  
it therefore affects the measurement error 

ML Model
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Machine Learning in Survey Methodology

ML is used in the reporting process,  
it therefore affects the measurement error 

ML Model

Is there a way to evaluate 
the errors from the ML 
model?
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Errors in Machine Learning
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• Let’s look at an example: 
• Develop an ML-model that can determine the 

category of a product using ML

Errors in Machine Learning
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• Let’s look at an example: 
• Develop an ML-model that can determine the 

category of a product using ML

Errors in Machine Learning

“3 oranges” Category: Fruits

ML

Automatic 
categorization
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Errors in Machine Learning

Training Application
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Errors in Machine Learning
Product name price
sandwich 5
peanuts (50g) 2
apples (1pc) 1
coffee (200ml) 4

product category
Bread

Nuts 
Bread
Drinks

Training data

Expected outputExpected input
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Errors in Machine Learning
Product name price
sandwich 5
peanuts (50g) 2
apples (1pc) 1
coffee (200ml) 4

product category
Bread

Nuts 
Bread
Drinks

Training data

Expected outputExpected input

Product data obtained from some 
supermarkets
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Errors in Machine Learning
Product name price
sandwich 5
peanuts (50g) 2
apples (1pc) 1
coffee (200ml) 4

ML Model

product category
Bread

Nuts 
Bread
Drinks

Train ML-model

Training data

Expected outputExpected input
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Errors in Machine Learning
Product name price
sandwich 5
peanuts (50g) 2
apples (1pc) 1
coffee (200ml) 4

product category
Bread

Nuts 
Bread
Drinks

Train ML-model

Product name price
almonds (1kg) 10
apples (500g) 2
hammer 15

Training data

Expected outputExpected input

Unobserved data

ML Model
Predict 
unobserved 
data
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Errors in Machine Learning
Product name price
sandwich 5
peanuts (50g) 2
apples (1pc) 1
coffee (200ml) 4

product category
Bread

Nuts 
Bread
Drinks

Train ML-model

Product name price
almonds (1kg) 10
apples (500g) 2
hammer 15

Training data

Expected outputExpected input

Unobserved data

ML Model
Predict 
unobserved 
data

Product names scanned 
 via receipt scan



26

Errors in Machine Learning
Product name price
sandwich 5
peanuts (50g) 2
apples (1pc) 1
coffee (200ml) 4

product category
Bread

Nuts 
Bread
Drinks

Train ML-model

Product name price
almonds (1kg) 10
apples (500g) 2
hammer 15

Training data

Expected outputExpected input

Unobserved data

ML Model
Predict 
unobserved 
data
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Errors in Machine Learning
Product name price
sandwich 5
peanuts (50g) 2
apples (1pc) 1
coffee (200ml) 4

product category
Bread

Nuts 
Bread
Drinks

Train ML-model

Product name price
almonds (1kg) 10
apples (500g) 2
hammer 15

Training data

Expected outputExpected input

Unobserved data

Product category
Nuts
Bread
Fish

ML Model
Predict 
unobserved 
data
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Errors in Machine Learning
Product name price
sandwich 5
peanuts (50g) 2
apples (1pc) 1
coffee (200ml) 4

product category
Bread

Nuts 
Bread
Drinks

Train ML-model

Training data

Expected outputExpected input

Product name price
almonds (1kg) 10
apples (500g) 2
hammer 15

Unobserved data

Product category
Nuts
Bread
Fish

ML Model
Predict 
unobserved 
data
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Errors in Machine Learning
Product name price
sandwich 5
peanuts (50g) 2
apples (1pc) 1
coffee (200ml) 4

product category
Bread

Nuts 
Bread
Drinks

Train ML-model

Training data

Expected outputExpected input

Can we assume that the training 
data: 
• Has no errors in the data? 

(measurement error) 
• e.g. apples = bread?

Product name price
almonds (1kg) 10
apples (500g) 2
hammer 15

Unobserved data

Product category
Nuts
Bread
Fish

ML Model
Predict 
unobserved 
data
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Errors in Machine Learning
Product name price
sandwich 5
peanuts (50g) 2
apples (1pc) 1
coffee (200ml) 4

product category
Bread

Nuts 
Bread
Drinks

Train ML-model

Training data

Expected outputExpected input

Can we assume that the training 
data: 
• Has no errors in the data? 

(measurement error) 
• e.g. apples = bread? 

• Is representative? (coverage)

Product name price
almonds (1kg) 10
apples (500g) 2
hammer 15

Unobserved data

Product category
Nuts
Bread
Fish

ML Model
Predict 
unobserved 
data
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Errors in Machine Learning
Product name price
sandwich 5
peanuts (50g) 2
apples (1pc) 1
coffee (200ml) 4

product category
Bread

Nuts 
Bread
Drinks

Train ML-model

Training data

Expected outputExpected input

Product name price
almonds (1kg) 10
apples (500g) 2
hammer 15

Unobserved data

Product category
Nuts
Bread
Fish

ML Model
Predict 
unobserved 
data

Can we assume that the unobserved 
data: 
• Contains no error? (e.g. typos by 

respondents)
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Errors in Machine Learning
Product name price
sandwich 5
peanuts (50g) 2
apples (1pc) 1
coffee (200ml) 4

product category
Bread

Nuts 
Bread
Drinks

Train ML-model

Training data

Expected outputExpected input

Product name price
almonds (1kg) 10
apples (500g) 2
hammer 15

Unobserved data

Product category
Nuts
Bread
Fish

ML Model
Predict 
unobserved 
data

Aspects from TSE (Groves et al., 2004) can be 
used for the training and application of ML  
models!
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Errors in Machine Learning

Total Machine Learning Error Framework (TMLE): Training Phase 
(Puts, Salgado & Daas, 2024)
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Errors in Machine Learning

Total Machine Learning Error Framework (TMLE): Training Phase 
(Puts, Salgado & Daas, 2024)
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Errors in Machine Learning

Total Machine Learning Error Framework (TMLE): Training Phase 
(Puts, Salgado & Daas, 2024)

Training a model is nothing more but 
but estimating its parameters!
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Errors in Machine Learning

Total Machine Learning Error Framework (TMLE): Training Phase 
(Puts, Salgado & Daas, 2024)
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Machine Learning in Survey Methodology

ML is used in the reporting process,  
it therefore affects the measurement error 

ML Model
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Applying the Total Machine Learning Framework 
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Applying TMLE on ML for Product Categorization 

The TMLE applied on the ML for product categorization
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The TMLE applied on the ML for product categorization

Applying TMLE on ML for Product Categorization 
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The TMLE applied on the ML for product categorization

Products purchased in all 
stores in Netherlands

Applying TMLE on ML for Product Categorization 
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The TMLE applied on the ML for product categorization

Products purchased in all 
stores in Netherlands

Products inventory of 
four supermarkets

Applying TMLE on ML for Product Categorization 
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The TMLE applied on the ML for product categorization

Applying TMLE on ML for Product Categorization 
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The TMLE applied on the ML for product categorization

Product

Applying TMLE on ML for Product Categorization 
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The TMLE applied on the ML for product categorization

Product

Physical Receipt Text 
& Manually labeled 
product categories

Applying TMLE on ML for Product Categorization 
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Conclusions
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• ML can be used to lower response burden 
• Affects the measurement error of the survey (TSE) 

• Aspects from TSE (Groves et al., 2004) can be used to assess the quality of 
a ML model 

• Total Machine Learning Error Framework (Puts, Salgado & Daas, 2024) 
• For example in ML for product categorization: 

• coverage error: four stores vs. all stores 
• measurement error in training data: wrong product categories 

• We have done similar work for the mobility survey (Smart survey, ML)

Conclusions 
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• Expand the types of errors in TMLE 
• e.g. under- and over-coverage  

• Quantification of errors in the TMLE

Future work
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